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Abstract

It has been widely observed that lane changing maneuvers (LCMs) give rise to
safety issues and many undesired traffic flow phenomena. Despite its significance,
the study of LCMs is hampered by the lack of long, lane-level trajectory data. Such
data is hard to collect, and only a handful of reconstruction methods exist for this
purpose. This thesis seeks to fill this gap by providing a reconstruction method for
matched loop detector (LD) observations from two successive LD stations.

The method reconstructs longitudinal trajectories by fitting unique cubic splines
on the upstream and downstream LD observations. Then, it uses reinforcement
learning (RL) to approximate the position of LCMs along the splines. To realize this
reconstruction task, first, the feasibility conditions of a trajectory set between two
successive LD stations are defined. Then, based on the defined feasibility conditions,
two RL formulations are proposed: one based on single-agent RL (SARL), and the
other based on multi-agent RL (MARL).

The LD observations originate from a busy 5-lane weaving area on the R1 ring
of Antwerp, Belgium. This thesis specifically focuses on a 3-lane, 216-meter segment
directly upstream of the entry gore. From this segment, three data samples are
considered, all spanning over a congested period during a morning peak. Several
training and test cases are considered based on these samples.

The results strongly suggest that the MARL formulation outperforms the SARL
formulation. The MARL results on all training cases and smaller test cases are
near-optimal. In larger test cases, the results may deviate from optimality.

The main contribution of this thesis is in the potential generalizability of the
proposed method, which can enable the reconstruction of large volumes of trajectory
data through training on a small representative sample. Three major barriers to
generalizability are identified: cubic splines artifacts, violation of the Markov property,
and handling of multiple feasibility conditions with a single-objective framework.
Future research directions are dedicated to resolving these barriers.
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